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Agenda

e Success of LLMs
* LLMs as Al Agents
e This tutorial



Success of Large Language Models (LLMs)

* Context length...
* Scaling laws...

* Emergent abilities
* In-context-learning
e LLMs as (general-purpose) task solvers



Context length of Language Models (LMs)

* LM: P(w | h)

* LMs are better with longer (richer) context h

* N-gram LMs: |h|=1to 6

* Model size grows exponentially with |h|

e RNN/LSTM LMs: P(w | c(h)),

* where h is compressed to a fixed-size vector

* Transformer LMs: |h| = 2K to 8K ... to 1M

* Sparse attention is used to deal with quadratic complexity



Scaling laws
[Kaplan+ 20, Hoffmann+ 22]

e pg

* Power-law relationship of L(N) = (i) o ~ 0.076. N, ~ 8.8 x 10"
* L. — model performance w/ g on |
e N — model size L(D) = ( DC) , ap ~ 0.095, D ~ 5.4 x 10"
* D —Training data size L) = (%)““ e ~ 0.050, C ~ 3.1 x 10°

e (' —amount of training compute

* We can keep improving LLMs by
* increasing model capacity (context length)
* increasing training data (raw text)
* Increasing compute (SSS)



LLMs as LMMs (e.g., LLaVA, Phi-3-Vision)

Text response

Transformer

Tokenizer 1 Tokenizer 2

Text Image



LLMs as LMMs (e.g., LLaVA, Phi-3-Vision)

Response in modal-x

Modal-specific decoder (de-tokenizer)

Transformer

Tokenizer 1 Tokenizer 2 Tokenizer3 = - Tokenizer N

Text Image Modal-3 Modal-N



LLMs/LMMs as Agent Models

* LMMs predict word/visual tokens
* (W11 W2, ) Wt)9 W1

* Al Agents predict observation-action sequences
* Policy model: (04,a4,05,a,, ...,0:)2 a;
* World model: (04, a4,0,,a5, ...,0¢, Qt) > 011

* LMMs are agent models if we can
 Tokenize observations
 Tokenize actions



LLMs as Agents

[Brohan+ 23 (Google), Durante+ 24 (MSR)]

Vision-Language-Action Models for Robot Control

Q: What shou?d .t.he :r(.)-l:-Jot RT—2

Transformer Model Fq,

rY [y

L
= ¥ & & v W 3 s k.
VIT e e e
ST | Projector £ |
*
. Special
‘ Tokenizer A e::( T;kens Visual
l g Encoder Eg
AT=[0.1,-0.2,0] T Y T
|A: 132114 128 525 156 | > | AR=[10", 25 -7] Text prompt W Actions A Video frames V;
De-Tokenize “hs
Robot Action I Text tokens |:| Action tokens I Visual tokens

e Text tokenizer
 Vision (observation) tokenizer — videos as another language
* Action tokenizer — (robot) actions as another language



LMM-powered Agents... But what is lacking?

* Hallucination
* Grounding — augmenting LMMs w/ knowledge & tools
* Asking why — making LMMs causal and interpretable

* Cope with when things do not go as planned
* Learning thru Al-human interactions
 Self-improving via continual learning w/o catastrophic forgetting

* More...
* World Model vs. Action Model? One model for all?
* EAIl models for robotics or copilots?
 What is the word prediction task in pretraining EAI-FMs?
e Context?
* Scaling laws?
* Tokenizers or not?
* What are the emergent abilities?



Timetable Schedule

Time Slot Talk Scheduling Areas

08:30 - 08:40 Jianfeng Gao Opening Remarks

08:40 - 09:30 Talk1: Juan Carlos Niebles LLM tool-based agents

09:30 - 09:50 Coffee Break

09:50 - 10:40 Talk2: Yong Jae Lee Generalist Multimodal Models
10:40 - 11:30 Talk3: Katsushi lkeuchi Agent Robotics

11:30 - 11:40 Naoki Wake Ending Remarks

Invited Speakers

Juan Carlos Katsushi Yong Jae Lee
Niebles lkeuchi
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